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Motivations… A Quick Review 

•  Power primary design 
constraint 

•  Frequency Wall 
•  Memory Wall 
•  Programming models 
•  No clear path forward  From Peter Kogge, DARPA Exascale Study 

Olukotun et. al. 



The Challenge 

•  Power is the leading design constraint in 
HPC system design 

•  How to get build an exascale system without 
building a nuclear power plant next to my 

HPC center? 

•  How can you assure the systems will be 
balanced for a reasonable science workload? 

•  How do you make it “programmable?” 



Technology Investment Trends 
•  1990s - R&D computing hardware dominated by desktop/COTS 

– Had to learn how to use COTS technology for HPC 

•  2010 - R&D investments moving rapidly to consumer electronics/ 
embedded processing 

– Must learn how to leverage embedded/consumer processor 
technology for future HPC systems 

Image below From Tsugio Makimoto: ISC2006 



Consumer Electronics has Replaced PCs as 
the Dominant Market Force in CPU Design 

Apple 
Introduces 

IPod"

IPod+ITunes 
exceeds 50% of 
Appleʼs Net Profit"

Apple Introduces 
Cell Phone 

(iPhone)"

Netbooks based on Intel Atom 
embedded processor is the 
fastest growing portion of 

“laptop” market and Atom + 
ARM servers are on the way. 



Embedded / HPC Synergy 
•  High Performance embedded is aligned with HPC 

–  HPC used to be performance without regard to power 
–  Now HPC is power limited (max delivered performance/watt) 
–  Embedded has always been driven by max performance/watt (max 

battery life) and minimizing cost ($1 cell phones) 
–  Now HPC and embedded requirements are aligned 

•  Your “smart phone” is driving technology development 
–  Desktops are no longer in the drivers seat 
–  This is not a bad thing because high-performance embedded has 

longer track record of application-driven design 
–  Hardware/Software co-design comes from embedded design 
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Redefining “commodity” 
•  Must use “commodity” technology to build cost-

effective design 
•  The primary cost of a chip is development of the 

intellectual property 
–  Mask and fab typically 10% of NRE in embedded 
–  Design and verification dominate costs 
–  Embedded computing has a vibrant market for IP/

circuit-design (pre-verified, place & route) 
–  Redefine your notion of “commodity”! 

The ‘chip’ is not the commodity… 
 The stuff you put on the chip is the commodity 
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CoDesign to Reduce Waste 

Biggest win was in what we  
do NOT include in an HPC Design 

Mark Horowitz 2007: “Years of research in low-
power embedded computing have shown only one 
design technique to reduce power: reduce waste.” 

Seymour Cray 1977: “Don’t put anything in to a 
supercomputer that isn’t necessary.” 
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A Short List of x86 Opcodes that 
Science Applications Don’t Need 



More Unused Opcodes 

• We only need 80 out of the nearly 300 ASM instructions from 
the x86 instruction set!   

• Still have all of the 8087 and 8088 instructions! 
• Wide SIMD Doesn’t Make Sense with Small Cores 
• Neither does Cache Coherence 
• Neither does HW Divide or Sqrt for loops  

• Creates pipeline bubbles 
• Better to unroll it across the loops (like IBM MASS libraries) 

• Move TLB to memory interface because its still too huge (but still 
get precise exceptions from segmented protection on each core) 



The Cost of Data Movement 
Data Locality Management 

and 
How do those cores talk to each other? 
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The Cost of Data Movement 
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The Situation Will Not Improve in 2018 
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Energy Efficiency will require careful 
management of data locality 

Important to know when you are on-chip and 
when data is off-chip! 



Data Locality Management 
Vertical Locality Management Horizontal Locality Management 
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Data Locality Management 
Vertical Locality Management 

•  Movement of data up and 
down cache hierarchy 
–  Cache virtualizes notion of on-

chip off-chip 
–  Software managed memory 

(local store) is hard to program 
(cell) 

•  Virtual Local Store / Malleable 
Memory 
–  Use conventional cache for 

portability 
–  Only use SW managed 

memory only for performance 
critical code  

–  Repartition as needed 

Horizontal Locality Management 

•  Movement of data between 
processors 

–  10x lower latency and 10x higher 
bandwidth on-chip 

–  Need to minimize distance of 
horizontal data movement 

•  Encode Horizontal locality into 
memory address 

–  Hardware hierarchy where high-order 
bits encode cabinet and low-order bits 
encode chip-level distance 

•  Map local-store into global address 
space 

–  Hierarchical Partitioned Global 
Address space 
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Network-on-Chip (NoC) Architecture 

•  Fabric to connect cores and “options” 
together on chip 
–  IPC for cores 
–  Connects to Memory controllers 
–  Connects to optional devices 
–  Can choose NoC topology 

•  Science optimized communication 
mechanisms 
–  All core-local memories are mapped into 

memory address space (PGAS on a 
chip) 

–  Direct message queues between cores 
–  Fine-grained sync for memory 

consistency  



Providing Direct Support for Data 
Locality Control  

•  Each Processor Tile has a conventional Cache + Local Store 
–  Enables incremental porting to local store 

•  Has direct inter-processor message queues (trivial with Tie Queues) 
–  Enables direct inter processor communication for low-overhead synchronization 
–  Can be used for very efficient DAG Scheduling 

This is just utilizing off-the-shelf technology from embedded space! 



Green Flash: Overview 
John Shalf, PI 

•  We present an alternative approach to developing systems to 
serve the needs of scientific computing 
•  Choose our science target first to drive design decisions 
•  Leverage new technologies driven by consumer market 
•  Auto-tune software for performance, productivity, and portability 
•  Use hardware-accelerated architectural emulation to rapidly 

prototype designs (auto-tune the hardware too!) 
•  Requires a holistic approach:  Must innovate algorithm/

software/hardware together (Co-design) 

Achieve 100x energy efficiency improvement 
over mainstream HPC approach 



An Application Driver: 
Global Cloud Resolving Climate Model 



GCRM Status 

1km	  
Cloud	  system	  resolving	  models	  
are	  a	  transforma5onal	  change	  

25km	  
Upper	  limit	  of	  climate	  models	  
with	  cloud	  parameteriza5ons	  

200km	  
Typical	  resolu5on	  of	  
IPCC	  AR4	  models	  

Surface Altitude (feet) 



Computational Requirements 

•  ~2 million horizontal subdomains 
•  100 Terabytes of Memory 

–  5MB memory per subdomain 

•  ~20 million total subdomains  
–  20 PF sustained (200PF peak) 
–  Nearest-neighbor communication 

•  New discretization for climate model 
CSU Icosahedral Code 

Must maintain 1000x faster than real time for 
practical climate simulation 

Icosahedral	




An Application Driver: 
Seismic Exploration 



Example Design Study 
Green Wave: Seismic Imaging 

•  Seismic imaging used extensively 
by oil and gas industry 

–  Dominant method is RTM (Reverse 
Time Migration) 

•  RTM models acoustic wave 
propagation through rock strata 
using explicit PDE solve for 
elastic equation in 3D 

–  High order (8th or more) stencils 
–  High computational intensity 

y 

x 

z 

•  Typical survey 
requires months 
of computing on 
petascale-sized 
resources 



Embracing Embedded Tech 
•  Have most of the IP and experience with for low-

power technology 
•  Have sophisticated tools for rapid turn-around of 

designs 
•  Vibrant commodity market in IP components 

–  Change your notion of “commodity”!  
–  it’s commodity IP on the chip (not the chip itself!) 

•  Convergence with HPC requirements 
–  Need better computational efficiency and lower 

power 
–  Now we both must face parallelism 



Processor 
Generator 
(Tensilica) Build with any 

process in any fab Tailored SW Tools: 
Compiler, debugger, 
simulators, Linux, 

other OS Ports 
(Automatically 

generated together 
with the Core) 

Application-
optimized processor 

implementation 
(RTL/Verilog) 

Base CPU 
Apps 

Datapaths 

OCD 

Timer 

FPU Extended Registers 

Cache 

Embedded Design Automation 
(Example from Existing Tensilica Design 

Flow) 

Processor configuration 
1.  Select from menu 
2.  Automatic instruction 

discovery (XPRES Compiler) 
3.  Explicit instruction 

description (TIE) 



Processor Generator 



Software Performance 

Software Auto-tuning: Don’t 
depend on a human to do a 

machine’s job. 
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Auto-Tuning for 
Performance Portability  

Challenge: How to optimize for multiple architectures 
•  Labor-intensive user optimizations for each specific architecture 
•  Different architectural solutions require vastly different optimizations 
•  Non-obvious interactions between optimizations & hardware 

Solution: Auto-tuning 
•  Automate search across a complex optimization space  
•  Achieve performance far beyond current compilers 
•  Attain performance portability for diverse architectures 

Identify 
domain-specific 
optimizations 

Generate code 
variants based on 

these optimizations 
Traverse parameter 

space for best 
configuration 



Auto-Tuning for Finite Difference  
•  Attains performance portability across different multicore designs 
•  Only requires basic compiling technology 
•  Achieve serial performance, scalability, optimized power efficiency 



Auto-Tuning for Finite Difference  
•  Attains performance portability across different multicore designs 
•  Only requires basic compiling technology 
•  Achieve serial performance, scalability, optimized power efficiency 



How well does this work? 

Putting everything together… 



Example Design Study: Climate 

•  Analyze each loop within 
climate code 
–  Extract temporal reuse and 

bandwidth requirements 
•  Use traces to determine cache 

size and DRAM BW 
requirements 

•  Ensure memory hierarchy can 
support application 



Example Design Study: Climate 

•  Original code: 
–  160KB Cache requirement 
–  < 50% FP Instructions 

•  Tuned Code: 
–  1KB Cache Requirement 
–   > 85% FP instructions 

Loop optimization resulted in 160x 
reduction in cache size and a 2x increase 

in execution speed 



R 

Climate Modeling System  
Strawman 200PF Design 

32 boards 
per rack 

380 racks @  
~15KW 

power + comms 

32 chip  + memory 
clusters per board  (8.2 
TFLOPS @ 450W 

VLIW CPU:  
•  128b load-store + 2 DP MUL/ADD + integer op/ DMA 

per cycle: 
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Green Flash: 
Fault Tolerance/Resilience 

•  Large scale applications must tolerate node failures 
•  Our design does not expose unique risks 

–  Faults proportional to sockets (not cores) & silicon surface area 
–  Low-power manycore uses less surface area and fewer sockets 

36 

•  Hard Errors 
–  Spare cores in design (Cisco Metro: 

188 cores + 8 spares) 
–  SystemOnChip design (fewer 

componentsfewer sockets) 
•  Soft Errors 

–  ECC for memory and caches 
–  On-board NVRAM controller for 

localized checkpoint 

16 Clusters of 12 
cores each 
(192 cores!) 



Co-Design Before its Time 
•  Green Flash Demo’d during SC ‘09 
•  CSU atmospheric model ported to 

low-power core design 
–  Dual Core Tensilica processors running 

atmospheric model at 25MHz 
–  MPI Routines ported to custom Tensilica 

Interconnect 

•  Memory and processor Stats available 
for performance analysis 

•  Emulation performance advantage 
–  250x Speedup over merely function software 

simulator 
•  Actual code running - not 

representative benchmark 

Icosahedral mesh for 
algorithm scaling 



Example Design Study 
Green Wave: Seismic Imaging 

•  Developed RTL design for SoC in 45 
nm technology using off-the-shelf 
embedded technology + simulated with 
RAMP FPGA platform 

Green Wave Area
40nm Switch model Buffer model
Feature Area (mm^2) Area (gates) Die metal pitch 60 SRAM cell size
Core 0.445 200,000 56.96 metal spacing 120 SRAM H
Local Store 0.79 101.12 input width 32 SRAM W
DDR controller 20 20 io count 4 VC count
NoC 0.84934656 27.1790899 0.9216 VC Depth
ISA Extensions 0.26759853 120,269 34.2526112 total 0.84934656 Height
Cache 0.049375 6.32 Width
Routing overhead 49.1663402 total

294.998041

19% 

34% 

7% 

9% 

12% 

2% 

17% 

Core 

Local Store 

DDR controller 

NoC 

ISA Extensions 

Cache 

Routing overhead 

Power breakdown
Each Die

Core + ISA Extensions 107.1 13.7088
Local Store + Cache 11.25
DRAM + Controllers 29
NoC 5
Leakage 8.98764
total 67.94644

23% 

19% 49% 

9% 

Core + ISA Extensions 

Local Store + Cache 

DRAM + Controllers 

NoC 

–  Tensilica LX2 processor core  
–  off-the-shelf 4-slot SP 

SIMD, ECC 
–  4-slot VLIW (FLIX) 
–  cache hierarchy with Local 

store + conventional cache. 
–  TIE queues interprocessor 

messaging 

–  NoC fabric for SoC services 
–  128 cores 
–  4 DDR3 1600 memory 

controllers  
–  4x 10Gig Ethernet 



Example Design Study 
Green Wave: Seismic Imaging 

•  Compare to Nehalem, Fermi 
–  All 40-45nm technology 
–  Nehalem and Green Wave are 240mm2 die area with 

conventional DDR3 memory (same memory perf) 
–  Fermi c2050 is 540mm2 die with DDR5 memory (3x 

higher memory bandwidth) 
•  8th order RTM kernel performance 

–  Nehalem auto-tuned to within 15% of theoretical 
performance limit by Sam Williams 

–  Fermi hand-tuned by Paulius Mickavelius of Nvidia 
•  Off-the-shelf embedded ASIC unable to beat Fermi 

(but within ~30%) 
•  However, offers huge gain in energy efficiency 

–  Fermi burdened by host (green circle is if you had 
Fermi without host) 

–  Green wave also has advantage of not including 
anything you don’t need for RTM 

•  Fermi and Nehalem have to include a lot of extra stuff for other 
markets such as Graphics. 

•  Nehalem also must maintain legacy binary compatibility 



Isn’t it too time consuming to 
design a complete system? 



Rapid Prototyping of 
System Design 

Using RAMP to Accelerate the 
hardware/software co-design 

cycle 
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Advanced Hardware Simulation 
(RAMP) 

Enabling Hardware/Software/Science Co-Design 
• Research Accelerator for Multi-Processors 

–  Simulate hardware before it is built! 
–  Break slow feedback loop for system designs 
–  Enables tightly coupled hardware/software/science  
     co-design (not possible using conventional approach) 
–  Allows fast performance validation 
–  Emulates entire application (not just kernel) 

Faster Execution 
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BEE3: Berkeley Emulation Engine 
FPGA Platform for Hardware 

Emulation 
•  Includes: 

–   4 Xilinx V5-155T FPGAs 
– Up to 8GB DDR2 per FPGA 
– Ring topology connecting 

FPGAs in combination with 
a crossover allows for all - to 
-all connectivity 

–  10Gb connections for inter-
board communication 

–  1 Gb Ethernet, PCI-e and 
UART available for host 
communication 

– Commercially available from 
BeeCube  



Tuning Hardware to Fit the 
Problem 

•  Software Design Space Exploration: “auto-tuning” 
–  Auto-search through parameter space of code optimizations  
–  Tune to diverse & complex hardware 

•  Hardware Design Space Exploration:  
–  What if hardware configuration was also parameterized? 
–  Search through diverse space of hardware configurations 

•  What if you could do both together? 
–  Auto-tune software for hardware 
–  Auto-tune hardware for software 
–  Repeat? 

•  Hardware/Software co-design 
–  Demonstrate how to apply to HPC 
–  Enable Energy Efficient computing for Extreme Scale Science 
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Hardware/Software Co-Tuning 
for Energy Efficiency 

The approach: Use 
auto-tuned code 
when evaluating 
architecture design 
points 

Co-Tuning can improve power-
efficiency and area-efficiency by  ~4x  



GEMM Co-Design Results 

•  Each point represents HW design point 
–  Best SW performance chosen by autotuner 
–  72 unique configs 
–  Runtime: 1 week 



GEMM Co-Design Results 

•  Each point represents HW design point 
–  Best SW performance chosen by autotuner 
–  72 unique configs 
–  Runtime: 1 week 



GEMM Co-Design Results 

•  Generated through FPGA Emulation Flow 
–  216 Unique Configs 
–  Runtime: hours 
–  125x speedup 



Technology Continuity for  
A Sustainable Hardware Ecosystem 



Going further… 



Green Flash Impact 
•  Significant infrastructure development 

–  General Stencil autotuning framework 
–  FPGA emulation framework 
–  Application analysis 

•  Clear demonstration of improved performance per / watt 
on multiple scientific codes 
–  Future HPC systems are power limited 
–  Green Flash methodology provides a path to exascale 

•  DOE has responded by establishing exascale co-design 
centers around the nation 
–  Green Flash and RAMP have played a key role in affecting this 

shift 
–  DOE funding for ISIS, CoDEX, and application Co-Design 

centers 



CoDEx Overview 
Architectural Simulation to Accelerate CoDesign 

SST 

•  System level 
models 

ACE 

•  Node level 
emulation 

ROSE 
•  Application 

Analysis 

ROSE Compiler: Enables deep analysis of 
application requirements, semi-automatic 
generation of skeleton applications, and 
code generation for ACE and SST. 

ACE Node Emulation: Rapid design 
synthesis and FPGA-accelerated emulation 
for rapid prototyping cycle accurate models 
of manycore node designs. 

SST System Simulation: Enables system-
scale simulation through capture of 
application communication traces and 
simulation of large-scale interconnects. 

Partnered with multiple DOE 
CoDesign centers 

SST 

ACE 

ROSE 



Role of Architectural Simulation 
•  Hardware Architectural Simulation 

–  Simulate hardware before it is built! 
–  Break slow feedback loop for system designs 
–  Tightly coupled CoDesign process 
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CoDesign Tool Flow 
Automatic Generation of Skeletons for Rapid Analysis 
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Full 
Apps!

Compact 
Apps! Skeleton 

Apps!

Manual process 

Automated or Semi-Automated process 

Node 
Architecture 
Simulators!

Communication 
Network 

Simulators!

HW/SW Co-Design Evaluation 

ROSE Autotuning 
Optimizations!

Reports (perf, 
power, etc)!

SST 

ACE 

ROSE 



Co-Design is Critical for Exascale 

•  Major changes ahead for computing, 
including HPC 
– Resign algorithms to minimize communication 

(communication-avoiding/optimal) 
– Development of programming models to allow 

for communication control 
– Feedback to architecture designs 

•  How much data-parallelism, local stores, etc. 

– Develop science applications 
– Reduce risk in Exascale program  
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